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iSoite .»j.ui?»HXi" Lnvfl ;.*.t.s at. Proc^aurw.-,. ior 
Ss'iin fi ting f; Cumula ;i- s Distribution Function 

1-  Sunit.arv.  fon.e invariant, procedures, which are essentially step functions, 

are considered as estimators of the cumulative distribution function of a uni- 

varia.te random variable on which a finite fixed number of obsarvf.tions are 

given; for various loss functions. Two principal classes of losjs functions are 

considered and it is shown tbitt for a special loss function in one class the op- 

timum procedure is the usual Fi»»p1e r*»iraTi1«-M*r« function. 

2.  Introduction.  Suppose that a sample XT, Xo,. . -X^ of a cne-dimensional 

chance variable X is riven.  In a recent paper, Birnbaum flj has discussed 

various techniques for deciding whether X has a completely specified continu- 

ous cumulative distribution function (c.d.f.), H(x)=sP(X^x).  In this paper 

is discussed an allied problem, viz., that if F(x) = P(X^.x) is the unknown con- 

tinuous c.d.f. of X and if F(i:)     be an estimate of F(x) based on the sample 
xlf..,xn 

A 
X.,X_,,..X , what would be the best estimate F when certain forms of the loss 
1* 2'        n* 

function are given. 

Consider the loss function 

(1)    L(F,F ,F)= f |F(X)~F(X) [ dx, 
—03 

where r is an integer il.  It is almost obvious that the only invariant pro- 

cedures for estimating F under the group of all one-to-one monotone transforma- 

tions of the real numbers onto themselves which leave the sample values 

Xj_ (i*»l,2,. . .n) invariant are those which ARMmate F(x) by a step function 

(2) F(x) = constant, say c1  for X^W x<X^f1^ 

where X^< TS2^< . . . <X^n^ are the ordered observations and X^0' and X^n+1^ 

denote -aeand +ao  respectively. 



»A 
Using this e»tim.v,e  I'. Wfs   I '12 0 

• X 
;(J+D 

(3) 

,(J) 

|p(x)-e.|     dF(x) 

.1*0 L 

»   F11 »       [• s| j r   I 

••vid   th»  ri "a   '.'•,«-:   *l#e  o"  fciit*  *,"oe»\}^a  iJ  -'   ':•; r. «'.rlr   fu-iofUr'j  o'' 

p^'l)    »    ?(-?)> '^7.i)      SIH»T*   >J,   %J ,      y.a     Is   Un.-..-   ur.or-l 'f  n    •••.•:   ...v>        I •.   follow; 

rov   'Yo-1  Q   Mieoro;-:  6*  t ittih&W    ' W*   '•'•• 'in IJ2 J fctr* I   :-(-,?')   If  ••'•   d\ i ,ri H^ur.;:   i*mm 

»&»v£in-*.ic .<;n;i :.-;nce  t,.f-  rlf.h  '-•',  v>e.'.n-   '«»»*' «•''' .••'Ct.* tiftrt of L  .vil.  rr;« s*t  .,<„•> cue 

"iI *1*ri*-gfel•»"  •|   t*t con   v->":t   r.ri'i   Lrnu? .-.•'» ..-ma, v'1  '•   |% «»lfj      V  ?'•.:.   i.'U"   N>,|»  f  to 

>--° •••.  r.'-ct,an-uiar tii -trl  utio:.  uV"T  ( ~ , L <  an I w-ri*ft 

(4) 
n 

j~u if, 
dx 

where X-, 4£Xp<. ^-\i is fin orde^'H   ^triple of slfce n  fro:i this  r;-;L,.^n,'ul"r 

distribution over (0,1),XQ and Xn^ denote 0 and 1 respectively,  gjrf the symbol 

E denotes that  the expectation is taken with respect  to  the rectam-ui'r distri- 

bution over (0,1).     In the rest of this paper,  we shall use consistently the 

letter E to denote the  fact that the expectation is  to be tpJken with respect to 

the rectangular distribution over (0,1). 

The same argument applies when the loss function is of the form 

-co, «, 

( 
/„ &        (      F(x)-F(x)    r      _-. 5)        L(F,F)a: -M   '     ^jr      dF(x) 

J     F(x)[l-F(x)| 
-ao 



A 
and in this case by  taking F f.s in (,?) we obtain 

(6)    ... ±. (*»*> tz£ 
1*0 \ x(I~x) 

dx 

-"1 

where XJ» J*0»l>...Bfl are the ^ame a* in (4). 

It is obvious that since risk R is constant, a rniniraax procedure will be 

to choose e-ij j —0,1.. .n, such that R is -linimum.    We consider in this paper the 

values of c* when the loss function is of the form (1)  for all integers r^l 
—1 and when r is 

and when the loss function is of the fon.i (5) for r^an even integer   ^2.    The 

case when v is odd in (5)  seems to be rather complicated. 

3-    The   loss function L(F,£)=s    j    (F(X) -    F(xj]2 dP(j) 

In this ease 

H*S7    I (x - 

(7) 

sSg (x- ej)
2( 

Jx, 

"IK    &. «p?+i-
xj) - 3c (X?,rX?)    +3c/(X.ul~X,)1 

Since the distribution of the j-fch order statistic Xj in a sample of size 

n fro• the rectangular distribution over (0,1) is a i3eta distribution with prob- 

ability density 

(8)       P(y)^-r- -77    yj-1 (l-y)*--1 , O&yil , 
B(j,n-jTl) 

it is easily seen that for any positive integer r, 

(9)  E(Xf) s inv^-T-r^ */ 
J   (nfl)(nf2)—(nfrr) 



J+*    <!' (n41)<'j1f2)...(ii4r) 
TTI    fcr r    1- 

It will he useful to rraiark   fchst  0.0)  holds  for all j;   .] * 0,  l,...,n. 

Substituting in R we obtain after some  simplification, 

2 n 

(ni.l)(n+2)    Ar J      n-fl       2— Cj   ' 

(ID 

-_JL_f JLf-(e^iil)2 
6(n+2)      n+1 f-     J    n+2'   ' 

J*0 

Ve see thus that R ia minimised by choosing 

(12) Cj= ^|  5   j« 0,1,...n. 

and hence the minimax invariant procedure is to estimate F(x) by 

(13) *<x)~i±i  .  x iKI,  , J=0,l,...,n, 
n+2      J      Jfi 7 

where (X. ,X~,,*,X^) is the ordered sample and YQ  and X^. . stand for -co and f<23 

i respectively. 

The minimum risik corresponding to thip procedure is seen to be l/'6(nf2). 

It is of some interest to note that the risk corresponding to the usuc\ pro- 

cedure of taking e.-ssj/n is given by 1^6n, 

U-    The loss function L(F,F)a I  JF(X) - $(x)jdF(x). 
              — oo  

For tnis case 

'X, 

(u)   R*E£  \ + ix-c.i d*« i: g , 
3=o     '  •"   j*o 



where 

f.   . ^ !,/dx 

(15) - '•LvvKii-jl-Vj^j-jO- 
Now 

(16)      E[(XrCj) | X.-Cj jj» f      (y..Cj)
2 P(y)dy -|"J   (y.Cj)

2 P(y)dy 

Jc 

whf*7.*e p(y)  Is Riven by (8),  anri  similarly we can f 

Substituting in (15) we easily ohtain 

•••[W'VJJ 

/9 i      ^Q-. 
fe' — f Vjj (a-J) f(y-cj)V (i-y)0"*1"1 dy 

(y-cj)2 yJ  (l-y^^dy 

<17) 

•r \-*~ HI dy 

9j 

-to 
(y-c,)2 yj"1(l-y)n-'3 dy. 'i' 

This eventually leads to 

_.. n—j r» JT^T^ j 

(is) jTj = (J) [Bijf2,n-jfi) - CjB(jti,»-j4i) • 2^! <-i)k(V> 77-^7777777- 

for js 0,1,2,. .,n. 

Since R« f—k,*  and frm (15) we see that for each j,wj is positive and 

iepends only on ,), it is obvious that to minimize R, it is necessary and suffi- 

fi> 
citoiit- to minimise each**^  separately,     we nave 



(19) ||= 2  (J) j^B(J*,a-J*l> f g (-Dk(V) ^J^H 

j 

= 2 (J)l   ^(1-£):1-J if- jE(j+l,n.j+l) 

Lro — 

L 

and 

(20) |-4 a 2(,J) c-i  (l-c1)
:1--i , 

i 

Setting-5-—= 0 ana solving we obtain Cj as the median of the Beta distribution 
v 

with density 

(21) E(») S _-_!_- i5 J {1_#  -J  0   x 

for j*0, 1,2,.,.,n. 
*2S 

Since (20) shows that,——i>0 for 0<c* <.l, it follows that this solution for 
cj ' 

CJ in fact minimises &,  for j"0,l,.. . ,n, and herce minimizes R. The minimax in- 

variant procedure is thus t> «3timatR F(x) by 

?(x)=r 
j 

X :&x < X 

-co 

J J+l 

j.«0, 1,.. ,n, 

where (X, jXg,. . . ,X ) if! the ordered sample, XQ end X 1 stand for - 00 and f < 

respectively, and c, 'j•0,1,...,n) is the medisn of the Beta distribution with 

density (21). An altamai-ive way of obtaining this result is given in section 9. 

It is rather interesting to note that for the los« function discussed in the last 

Section, c.i was obtained as the mean of the sas»"? Beta distribution. 

The actual confutation of the values of Cj (js0,l,..-n) can be easily 

carried o'it, for a given n, with the help of thei tables of the incomplete Beta- 

1— 1 function i 3 I .    Is the notation ei the tables 

S)SSliiC2***?aSM •n 



(22)        X(p,q)=    ~ 

f    x P-'1  (l-x)fi-ldx 
Jo 

\   x?-1(l-x)c--1dx 
) 0 

Thus we have  to  find the  value of x  such  that 

(23) Ix (jtl,n-j*l)~   a 

Uslnp thu relation 

(24) Ix (p,q)« 1-IX_X  (q.p)   . 

it is  seen that 

(25) en_j3B  i.Cjj 

nnd thus only a^out half tne totnl nurn>ver of <• values have to -e »H'tu»«3l2 o< 

tained fron the tables The values of c: (ja 0,1, . . ,n) for na I,2j ,12 

to two deeinal places have h«en com.ut^d and  Utbui' ted below. 

T.ible 1 

Values  of cj   (J=0,1,...,n) 

for n=l,2, 12 \   1 
n N* 
 a 

c0 cl c2 c3 c4 G5 
. ._ j 

i 

%  1 
i 

c7 c3 c9 eI0 
I 

cll c12 

1 .29 .71 
1 

*> .21 • 50 .79 

3 .16 .39 .61 .84 

4 13 • 31 .50 .69 .87 

5 .11 .26 42 • 58 • 74 .89 

6 -09 23 • 36 50 .64 .77 Q1 
• • * 

7 .08 .20 .32 .44 • 56 .68 .80 • 92 

8 .07 .18 .28 -39 • 50 .61 .72 .82 • 93 

9 .07 .16 .26 .35 -45 • 55 • 65 -74 .84 -93 

10 .06 • 15 .23 .32 .41 • 50 .59 ,68 .77 .85 • 94 

11 .06 .14 .22 . ^Q • 38 .46 • 54 .62 .70 .78 .86 • 94 

12 h .13 
i—__—i 

.20 .27 • 35 .42 .50 .- .65 ,3 .80 .87 .95 



JF(x)   -  F(x)]2/F'(x)[l-F(x)JdF(x), 

(26) 

For this loss function,  as mentioned before,  we pet 

RSEI 
J*0 

**J   A j 

x(l-x) 
dx 

/Xl      (x-cn)2 n-1 

x(l-x) dx-»2I   E 
r" 

j=l 
-(VV r c^dogXj^-log^) 

~(l~c ,)2£log (1-Xj+1)  -log (1-XjjJJ* 
•>n     r     ('-ca; ,2 

x(l-x) 

For finite risk the integrals in the first and the last terms of the above 

expression must be finite.    The necessary and sufficient condition for this is 

that CQ =• 0 and c   »1,     Our set c^   (j =0,l,...,n)  must, then be  such that 

CQ ~ 0 and c_ — n. 

With the convention that 0 x o» = 0, we  cfin,   therefore,  write  (26)     in the 

form 

{27)       R=£   E[-(X      -X )  i c2(log X      -log X,)-(l-c.)2(log(l-X,     )~log(l-X,)*   . 
J=o      i      JTJ-    J ,) J H- J J    C JT-

5
- J^/J 

The probability density of X is given by (8), from which we obtain 
J 

(28)  E(log X ) » j (*) (  7
J_1 (l-y)n~- log y dy j     Jo 

and 

(29)  Sflog (1-X,)-J (?) \  y1"1 (l-y)1*"4 log (l-y)dy 

Jo 

In order to evaluate (28) and (29) we make use of the following lemmas: 



( 
r1 

30)      \    -A1 I l-y)'G"j  log y dyv.rCyn-JtD    fej)^a+1)Lere >*(k>p'(k)/P(k) - 
JA P(nil) L -J 

2-^2of. Let *{«*)* j     y^-^l-yjn-j dy. The left hand side of (30) is f' («} 
JO 

evaluated at <*•-* j as can be aeer. by differentiating under the integral sign. 

But f(<*) 8« p(a\)    P(n-jjl)/p(CK+ n-Jfl), and the desired result is ob- 

tained by evaluating the logarithmic derivative of f(t?<) at <3{ s&j. 

Lemma 5.2; 

(3D   C    y^1 d-y)n-J leg (l-y)dy^^UILC^aiil f^(n..j4i) - ^(n+l)J 
—I 0 

vhere J^(k) m  p i (k)/p(k). 

Proof.     Exactly as in Lemma 5.1, or easily obtained from it by a change of variables. 

Utiliziig lemmas 5-1 anc. 5.2, we obtain 

(32) E(icg Xj) -» '/'(j) -y-u+i; 

and 

(33) E log (1-X.)•  ^(n-jfl) -/(»tl), 

where /'(k) «  p'(k)/p(k). 

Further, since    p(k+l) » kf\k)  ,   p»(k*l)*»  P(k) UP'OO  , 

we mm that    ^(k+l) «  p«(k-H)/p(k+l)=: l/k ffNM. 

and hence the function Jr satisfies the difference equation 

CM) f(kfi) -j*(k) = i/k. 

From (32)*  (33) end (34)  we get 

(35) E(log X        - log XAm  l/j      ,  for j ^» Q 

an-4! 

(36) ETIO:? (1-X.     }  - log (1-X ) j~   -l/(n-<)  ,  for j^n, 



3uhr.tit\:.ti£f:  from (10),   (35)> and  (36)   :.n  (27)   we obtain at eao<d 

n-1 f" 
n+j.        1     .1        n-1 1       !    n   ' _ 

It is seen from (37)   that R is minimized by choosing; 

nln+1,       j3il ^   n+x      .1    J       n-j j   J    n 
Tfcj-   j^n-J^  J    ny 

(38) rjBj/n    for j«l,2,...,:.n-l). 

Sines CQ '•" 0 and cQ ••» 1, this expression for c-  holds good also for j — 0, 

A 
and jss a. Thus the minimax invariant esti*i»te F for the loss function in this 

Section turn.' out to be the usual sample cumulative function 

(39) F(x)«=c =j/n, when X < x< X   , j=sO,l,. . . ,n, 
J J       ir1 

whftre XT<. X2 <  • • - • "^.X^ is an ordered  sample from  the c.d f.     F,  XQ and X  . -. 

standing Tor    -co and fco   respectively.     The   actual value of the risk corres- 

ponding tn this estimate is lAi- 

function L(F$}*j    |P(X)  - F(x)|/F(x)jl-F(xjJdF(x). 
-ao 

6.     The IQBR   ' "       ''.',"". 

In this case we obtain 
n        X • r> 

(AO)    I»EE( Jtljx-c.|/x(l-x)dx=y"  i.     , 
j""0jy      '      Jl £0      J 

where 
["*-»     T 

Ul)   £, «E\ ^ |X-CJ /x(l-x)  dx 
J J        '       J' 

As in the la Ft   jj^tion,   it will be seen that for finite risk the necessary 

and sufficient condition is that c_~0 and c t»l.     For j^O.  n. we obtain 0 n " /    '     - 



1.) 

(42)  &« 3 c . Slop c .-lop X 
1!   3    .1 

-(1-Cj) jlog(l-cJ - logd-X^H. 

The distribution of Xj has probability density p(y) riven by (8) and Us 

distribution of X.,., has the probability density i 

- 

Using (8) and (,43) we can express £,  in the fonn 
i 

cu) 

whero 

" [Jo    '      yCJ'       j 

U5)     <^(e  ,y)—jc log e.+(l-c )log(l-c )  - c log y-(l-c Jlogd-yHyJ"3 (1 

Straightforward integration lesd3 to 

(46)    j7(cj»y)dy= yj(l-y)n-jfcj(log c^-log y) f (l-cp(loE(l-Cj)-log(l- 

•  ((c ~y)y3-1  (i_y)n~«j-l dy   f. constant 

which enables us to obtain & as 

UV    fi  * (n) 
'j 

(cj-y)yJ-1 C-y)11-^1 Qy- \     (cJ-y)73"1(a-y)B"J"1«:. 
5J 

for j =: 1,2,..., n-1. 

Since  ©. and    6   are  fixed, and each    <£    is positive and depends onlj 
On j 

S to minimize R      it is clearly neeess-.rj  and &uff icient to iinxunse   5, 

j.    Ws see that 



button 

function 

4L IBP 

;sar (50). 

the last 

;;.ositive 



for j = 0,1,2,..   ,n. 

Substituting from (10)  in (52) we obtain 

SJ     ml    J+TTOfe-l*MV („,i)....(»fk) 

(53) 
1 
nU 

c2s . pii ,2a    >2sfL-k_£ 
J     fer (k-ih~Y k«2        •» 

3fl).--(Jik-l)"1 

(afl)...(nfk) J 

For conciseness ve introduce the following notation somewhat similar to the bi- 

nomial and distinguished from it by an asterisk: 

(50   (t - »g f*^  tq, £ (.!)•- (J, t«H«  £   Ml 
1 k«l      "      i*i   •' 

for fixed real a and b and a positive integer q. 

It is easily verified ihat for any positive integer r, 

<55>  S (t "^ ^^ q (q-D.-..(q-rfl) (t-^ )(q-r)* vhen riq 

as 0 when r.>q. 

Using this notation we can write 

We have to choose Cj so as to minimize R. Obviously minimizing R is equiv- 

alent to minimizing &,  separately for each j. We obtain 

{    }      ^c^-n+1 <cj  ^1)      » and 

(58)  gl£l ~ 23(23-30     iil (28-2)* 

J 

id   TXJfl       2<? 
Since ^. = E\     (x-c4)  dxX5, it is clear that J  Jx 



Xl+ 

(59)  ^ = 2s^s-l) E\    (X-C.)^ 
3 A. 

dx>0. 

Let f(c )=• -^-  .  It is easily seen that t"(0) is negative and f(l) is positive, 

and since f' (c )2>Q  for all real c , f (c ) is a 3tricily inereasinp function of 
i j     i 

c . Hence f(c )s.0 for one and only one real value of c . arri this c neces- 

sarily lies between 0 and 1. Thus we find that fe ,and hsnre R. is nunimissed by 

setting g—»t =: 0 and solving for e.   the resulting equation 

(60) (.,-$,<**>•-o 

This equation has one and only one real root which lies between 0 and 1. The min- 

imax invariant procedure for the loss function of this Section is thus to estimate 

F(x) by 

X. £. x-^X, F(x) m Cj 
.1   "   j+l 

j = 0,l,. .n, 

where X. ; j—0, 1, . . ., n+1, have been defined earlier and c. is the real root of 

(60).  It can further he seen from (60) that the equation remains unchanged if we 

replace j by a-j and a. by 1-c . Hence c  as 1-c , and we see that ia practice 
J J       n-j    J 

the number of equations to be solved is about half the sample size. 

It may be noticed that for r—2,  the equation (60) reduces to a linear equation 

(61) 
'•j-^*1*- 

which has the unique solution c<- *£-    as obtained earlier in (12) 
n-r*: 



ec 

8.    The loss function L(F,F)»    (     jj(x)-F(xi) r/F(x)[L-F(x)JdF(x)    where r is any 
—<s> 

jositiv^ even integer. 

Let r*"2s, then 

(62) 

where 

(63) 

R~E 21 
n fX3+±  (x-c,)2s r -j' S_ 

j^O t     x(l-x) 
dx--^_ 

j=0 

fe,= E\    —i  dx 
J   \     x(l-x) 

Since XQ=0 and ^sl, it is clear that in order to obtain finite ri3k it is 

necessary and sufficient that CQ— 0 and cjsl.  For jy"0, n, we can write 

£.= E 

(6A) 

where 

wS A      „h-il* 
fif    nTl    \ (*j+l - V ) + cj  dog X.+1- log Xj) 

~(l-cJS Jlog (1-X.     )  - log  (I-X $ 
J     C j+l jjj 

2s-2-h    2s i 
(65)        a^=-    2HT   ( 1)(-e1)       ;    h=0,1,2,.. .,   (2s-2). 

i*0 J 

Substituting from (10),   (35)  and  (36), we get 

tt*\     £ - ¥=-?*    (jfh)ln! .   1      2a .     1    , (66)   V& u^TJT a^7cj   ^(1"V 
2s 

and substituting from (65), we can write 

—     9S_3 •  -    ?«-2-h 

(67) ^%~"rry  7^17^77 > _ (-1)  (* ) e +7B, T—r(i-e.) 

'Ini.B i~ •.- £sth degvsa polynomial in c. Collecting the coefficl^u- set" like 

oowers of c. we obtain 
J 



16 

168 J to 4 —  "TT ?T   C .  

where 

(69) 

2 s-2 
?3      28-1.       V^ k 

J    J k«0 J 

t2s-2-k 

•     h-0 

(jfh)l      ___1__ 
(a+h-fl)!        n-j 

for k»0,l,2,..., 2s-2. 

Tc simplify (68) further, we state and prove the following lemma: 

^fltflfl ft.l.    If j p.nd n are positive integers and j<n,  then 

jfZg    (n+h+Dl-n-jL     J^n^J    • 

Proof. The left hand side 

~(n) 5s* W)t(n-j)| 

^ h«0 ) 

dx 

= (n)\  (xO**1 ) (1-x) ""J^dx 

=ithe right hand side, after simplification. 

Substituting in (69) from the lemma when q*2s-2-k, ve obtain 

2s-l-k 

(70)   ^ v (-l)k-£J (2S) ff  ~   for k«0, 1,2,..., 29-2, 

and substituting now in (68) we obtain 



-   -•    '                                                                                ' " T 

17 

r     2s-i               ?.8-i-k . 
.            ,c —       Q         j   2«       >>         2s.   ,       .k     |—i      j+ai 
(7D   VT^~IT[

C
J  +Z-(k)(-«j)   Jjo   _r«j |       ii (°_ 

_l)2s* 
n rj(n-j) 

in the notation introduced in (54). 

Sow with the same reasoning as in the last section it will be seen that & 

and hence R is minimized by setting -—-Q and solving for c, the resulting e- 

quation 

(72) (0j- j/n)
(r-1)4f«0. 

This equation has one and only one real root which lies between 0 and 1. Since 

for 5~0,   (72) reduces to _~r~-=_0 giving c_ — 0 as the only real rootf and for 

,       T-l 
j—n, it reduces to (c -1)' "*•» 0, giving c _ 1 as the only real root ,  it 

follows that, we can say that the minimax invariant proceedure for the loss func- 

tion of this Section is to estimate F(x) by 

F (x)»Cl   ;   X < x<X, . 

jaaO, 1,. . ., n, 

where Xj ; j—0, 1,..., n-jl have been defined earlier and OJ is the real root of 

(72). Again the number of equations to be solved in practice will be about half 

the sample 3ise since it can be easily seen that (72) remains unchanged by re- 

placing i  by n-j and c. by 1-c* , so that c_i =. l-Cj 

For r=2, the equations (72) reduces to c - j/n—0 giving c.sj'n for all j. 
* J J 

JF(x)-F(x)|rdF(x). where r is any positive integer. 

___  —oo _______„„__ , 

In this case 
JX..  , 

(73) R=lil"  jx-cjr dx = £zg. 
j 

where 



(74)     <f, = -W    Bjjx.+1 -c.)jxifr. CJ (' -   (Y^JYfj   - 
Using  (8)  we obtain 

"(xr.c!))x.-cj7=j(^f?1   (y-oj)'*1 yJ-1 U-y)1^ dy 

(75) 
b*Cj 

-f J(cJ-y)r+V-1 (l-y)n-j  dyl 
JO -1 

acd similarly. 

:£v -CJ}J: E
*(V -v v -°/ 

(76) 

[Y1 

=(n-j) Q    (y-c )pt1 y^d-y)^"1 dy 

-f j(cry)r+1 yJ(l-y)a-j-^ | 

From (75) and (?6) we obtain 

£    £      1    (N f     ... - S^1 -J"1 ,,  ..-^-j-1 . 
Wj  r^].  ^j>< l    VJ-C /     j>     (.-•--,>'/ K^Kt'JJ^ 

f (-l)
r\ (y-cJ

r  yJ-L (l-y)n"jinj-j)dy 

Again it is obvious that to minimize R is equivalent to minimizing a for 
J 

each j.  Further we see that the conditions for differentiation with respect to 

c. under the integral sign in (77) are satisfied, and we obtain 

3£ '3 
55J --(j) 

r1 

\   (y-eJ   yw     (i-y) 

Li 
(ny-j)dy 

(78) 

i (-Dr\      (y-c Jr y*"1 (l-y)n-j-1(ny-j)dy I -i 
and for r #is?2, 



•*. 
STj   C^ TS-^"^-.      ' •*••   "S>   *•'.  •.««-(l 

*2 * r U) 

v. 

rB 
I    ly-<iJ)P~1yM (i-yJ^'^ny-JJdy 

J 
•T^.J"1;!   „\n-J-i/ + (-DM    (y-cj'-Jf'ia-y)'I-J-1(nJ-i}.:h- 

*** 

f'"Jll 
p "tiWiJ K >X-r tx>l 

'"or-- rv  co-  vit-    ;'_''*••• t&' . 

(u. as   ¥ 
:\.! (^TJ'-i1 

i^"r-;> 

I £11*   ,.:}Iiliii^-:.'.. 

ff »,i HKR- *»i# »afc- w-rs for wfH »-&S >va.t%« <s»* r-»l '•••k* # A|, "•** iAslp 

value o^ c    :i«cu7--'.Hly  :;<-   rev e«u ?'• ro '-^ «n*.     :»-.*• = •••.;  ?ir,l   Ur t C    -ad r.en&e 
J m 

S is vinir.i ed by -el tin- g~^- -s i.   ao 1   -oJ-vin?  ^or c^   Lac-  r  -ylUnr   e notion 
1 

iroMf*   rs'uef? to tit-v of so-i'lnr the A^V» ©..motion for jar4J»lt;»««i*« 

The fenerBl   rolution of  (80)   givlnf c     er.,A\cilly  in terr.s of j,   n,  .'.ad  r dors, nal 

seem to be    -risible.    We shfll, however,  sir-;,, iiy liic e u- lion w ur»fc it *he(ft6 

em %9 ioo difficult  fed fcrtatB. the rolution  in nny riven &• "e       tt- can,   uovever, 

*»« ,>p»W- finK IM •»*• **L.4
JB lisS,4 *• awl> te* SP^-P1 ** »•«•*»•• ^* to nawi 

UN 1 m 

in  practice vili ^e about half the fvsat.de rd?€ 



\li'.   can   .-tlt>?   V<..u;   ;•*• 

(3: 
Jo C ^ J 

It woulii be   wen that  the rirht h; nd  iide of  this e ur-.tion woull N-< of i-- 

oor-,?r.;e only vh»>r  r  in odd,   for *-'hen r is evp..i,   if-  ?»e -.uo-""   tc ^ro. 

inc.  i':ft h'!*.d   side o*" cvu'-Jlw  (dU  ;v-n ' •:• f :• >r-"••?.->-i • -- 

[s? • 
k^   J> 

v I-h ir lie t»?? th'-t th'" ac,"ff Ir ler t- o' 

,r-i 

•,f:V"i ' ,»r  ••#!„   s c   f'C   'itilli- 5;      "•.•>;', .f-" 

r<."\ t.hft ("} <'~r (.".) r,!v3  reduce   it.  -'tir'.r.-r   '.<->  i„u • 
..$1*, Sfe-^%1 

.fr. 

wf..i.:ri fy mak. no use of t.s.e notation in*."cdu.?Ki   in (f/.j   CK»  -« 'vrli.t<M» r.-- 

(8.) '    L-ryT"Xr '-(3*1.  a-,  f  l)(-r ^):r 1}'   . 

A' rr.fiiHoned K^Cor#»   when  r i? r-v«n,  V:.a rl.-nt ;^->:v}  :-1 de >•" e u  '.Mil  |,jL| 

reduces *o ?jro and cancelIta--: out  the non-rertj e>,f,'r"i<~j.?Hit (  i,r ir . ,vifl,a 1*1) 

from  tie left hand side '.5 a7.(jrenrjed !/  (oi)  -re  0: tain c,   s*=   1  root os"  ::;<•  sa.T.e 
I 

aquat,on (60) obtained earlier by a different !r.«?t'«od. 

fiie ripht hand side oi   the- equation (dl) t e;.e*vt for the factor 
was ^*it; 

i^(-i)r L 
ml 

can bo written as 

k^O 

4^P &2 

0 

un   E 0<~c/~ 1" it (-^^^is)!^)/^^^1 
dy, 

and by making use of the relation 



•>l 

it can be reduced to 

P-l 
(87)   (4)Si:(-l)B^) B (r, jfa+Dc*'*6 

s=u 

Using (84) and (85) we can, thus, write the aquation (81) as 

(88) B(j*l, n-jtl)(crli|)^•l)^L(-i)^(_1)B(=;J)D(r, J+8+1)e *+4*» . 

This eauation is to be solved for c< to ret a minlmax invariant jroeedure for 
j 

estimating F when the loss function is given by (1) . When r is even, the factor 

l-(-l)r:=.0 and we get an equation of decree (r-l). Whea r is odd, the factor 

l-(-l)r ss.2 and the equation reduces to 

(89) J2(-DS(ns4)B(r, J+3+l)c "J+8 -*B(j+l, n-j+lXcj-ilij^^^O 

8=0 

which is an equation of degree (n+r). In either case there is one and only one 

real root which lies between 0 and 1 and the set of such roots for j*0, 1,., .,n 

minimizes R- 

An alternative way of expressing the right hand side of (81) is to rewrite 

(87) in the following forms 

o- - ¥• 
TU.-1-lq 

"J (-Dr-Art T:(-i>a(ns
J)-  

sSo      "  Ufs+l)(J-*s+2)...(jf.s+r) 

^(-D^rifM)9^ 
/°i /*•  ^2 

d^ ...d^. 3   '""' 
~/0 -JQ        0 

^(-l)1*"1 r»   \   ...\  B^/i-^^dZv-.d^. 

-o ^o  yo 

The equation (88) can, therefore, also be expressed as 



22 

(91)  B(j+1, n-j4l)(er Jii)^"1^: 
TJ f*r  *2 

!l~(-l)rJ(r-l)<\  I  . ,\ 2J(I-£L)
n^d^...d& 

From this form, it is easily seen that for r*l, the equation reduces to 

(92) BlJ+1, n-J+l)-2\ 2j(l-^n"j dZ 

> 

•which shows that c* is the median of the Bate distribution with density 
•I 

* = 
BJTI, n-j-fl) 

for jssO,  1,.   ., n, 

as obtained earlier in Section 4- 

I would like to acknowledge some very helpful discussion? with   'rofessartj 

',.  \f.   BirnbauE and rl    ffyhin during the preparation of this paper. 
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